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Abstract: Guidelines issued by Regulatory Authorities make it clear that validation of analytical methodology is now 
widely required in support of registration dossiers. Although some attempts are made at defining terms and some vague 
indications are sometimes provided within these guidelines, no clear advice is provided on how validations should be 
conducted and what results should be expected. In this paper it is attempted to suggest some practical approaches to 
conducting validation and in particular to the determination of accuracy, linearity and limit of detection/quantitation. 
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Introduction 

Analytical method validation has been defined 
as a procedure  used to prove that a test method 
consistently yields what it is expected to do 
with adequate  accuracy and precision. Over  
recent years the Regulatory Authorit ies have 
become increasingly more aware of the necess- 
ity of ensuring that the data provided to them 
in applications for market ing (and perhaps 
clinical) authorizations have been acquired 
using validated analytical methodology.  This 
has resulted in the publication of a series of 
requirements  and guidelines by various auth- 
orities [1-4]. 

It  is the opinion of the present  authors that 
the contents of these documents  are often very 
vague,  sometimes quite inaccurate and mis- 
leading and rarely provide the development  
analyst with guidance on what should really be 
required of a validation exercise. In addition, a 
survey of recent literature on analytical devel- 
opment  reveals very variable standards em- 
ployed for validation. 

Performance  parameters  which should be 
addressed in a validation exercise include: 
accuracy; precision; repeatabili ty and repro- 
ducibility; limit of  detection and quantitation; 
linearity; selectivity; ruggedness/robustness; 
and stability of  analytical solutions. 

The  parameters  that require validation and 
the approach adopted for each particular case 

are dependent  on: (a) the purpose of the 
method,  and (b) the sample matrix. With 
respect to the purpose of the method,  one 
should consider for example whether it is to be 
applied to a determination of a major  or minor 
component ,  or for evaluation of performance 
characteristics (e.g. dissolution test for a solid 
dosage form) and whether  the test will then be 
used to support  a release specification or a 
stability study. 

In this paper  it is intended to review and 
then demonstra te  practical approaches by 
which accuracy, linearity and limit of de- 
tection/quantitation may be evaluated for 
various analytical methods.  

Validation Parameters 

Accuracy 
A reasonable definition is provided in USP 

XXII  [2]: "The accuracy of an analytical 
method is the closeness of  test results obtained 
by that method to the true value". 

F D A  Guideline [1] requires that data be 
provided " . . .  over  the range of interest (ca. 
80-120% of label claim)". Some details of how 
accuracy should be determined are provided in 
USP XXII  and CPMP Guidelines [2, 4], which 
both contain some useful information,  but 
there are still a number  of questions left 
outstanding, as noted below. 
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Table 1 
Recommended validation ranges for linearity studies 

G.P. CARR and J.C. WAHLICH 

Purpose of analysis 
Typical range 
(%) 

Recommended validation range 
(%) 

Release specification assay 
Check specification assay 
Content uniformity test 
Assay of a preservative in a stability study 
Determination of a degradant in a stability study 

95 to 105 80 to 120 
90 to 110 80to 120 
75 to 125 70 to 130 
50 to 110 40to 120 
0 to 10 0 to 20 

What tests need to be validated for accuracy? 
If one accepts the USP XXII definition, it is 
arguable that virtually every physico-chemical 
test method will require some form of valid- 
ation for accuracy. 

Design of accuracy determination for differ- 
ent types of analytical method. 
(a) Identity tests. It should be demonstrated 
that a positive result is obtained if the analyte is 
present and a negative result if it is absent. 

(b) Physico-chemical characteristics (e.g. MP, 
optical rotation). It should be demonstrated 
that the result is not influenced by other 
components which may be present in the 
sample matrix. 

(c) TLC tests for related substances. It should 
be demonstrated that the impurity of interest 
in the presence of the principal component  
provides a response to the method of detection 
which is comparable to that of a standard 
application of the same quantity of the im- 
purity. In addition, it is a popular approach in 
such TLC tests to compare the responses of 
impurity zones in sample applications with 
those of the principal zones in standard appli- 
cations which are prepared by dilution of 
sample solutions. This approach is widely 
adopted in pharmacopoeial monographs and 
should be justified by demonstrating equival- 
ence of response between the principal com- 
ponent and its main impurities. 

(d) HPLC/GC tests for related substances. The 
approach described above of spiking the 
sample with the impurity at around the level of 
interest would be applicable here also. In this 
case, however,  test results will probably be 
calculated by electronic integration of detector 
responses and based on peak heights or areas. 
The validation should then be evaluated by 
comparing the integrator values obtained in 
the same way for spiked sample with those of 

the equivalent standards. Normally for im- 
purities for which the levels of interest are 
around 0 .1-1 .0%,  a variance of not greater 
than +5% may be considered acceptable. 

(e) Bulk drug assays. The approach adopted 
depends on the assay method to be adopted. 
For  titrations the expected equivalence point 
may be calculated on theoretical grounds, 
taking into account the number of titratable 
functions in the analyte and the MW, but it is 
recommended that this should then be verified 
by carrying out the intended titration pro- 
cedure on a well characterized reference 
standard. 

For  light absorption (UV) assays based on 
specific absorbance values, i.e. A ( l % ,  1 cm), 
validation would require that this value be well 
selected. It should be noted here that these 
values for closely related compounds may vary 
considerably, so it would also be appropriate to 
demonstrate that this is not significantly in- 
fluenced by the presence of likely impurities at 
their intended maximum limits. 

For  chromatographic assays, the mass bal- 
ance approach of Kirschbaum et al. is recom- 
mended [5]. This is based on the comparison of 
total peak response with and without the 
chromatographic column in place; a variance 
of not more than +2% should normally be 
achieved. 

Design of  accuracy determination for differ- 
ent sample matrices. Here  it is intended to 
discuss additional complications which arise 
when the procedure includes extraction of the 
analyte from a sample matrix prior to carrying 
out a measurement.  So it is now necessary to 
demonstrate extraction efficiency in addition 
to the above discussed parameters.  This type of 
determination is generally referred to as "re- 
covery" and is the aspect of accuracy validation 
which has been best recognized by the Regu- 
latory Authorities, some of whom refer to the 
"technique of analysis of spiked, active-free 
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samples". There are still a number of practical 
issues to address, as noted below: 

(a) Spiking range. This will be dependent on 
the intended purpose of the method, but for a 
procedure intended for a specification assay, a 
range of 80-120% is normally considered 
appropriate. This may also be suitable for an 
assay to support a stability study, but if 
degradation below 80% is anticipated this 
should be taken into consideration. A suitable 
approach is to spike at five levels within this 
range and for each level the variance should 
normally be no greater than +2% of the 
theoretical value. 

(b) Method of  spiking. To provide an appro- 
priate model, consideration should be given to 
how the active will be introduced into the 
mixture of excipients. For example, in the case 
of a tablet, manufacture includes a com- 
pression stage and this should be taken into 
account. 

Possibilities which have been used include 
addition of drug into excipient mixture as a 
solution in a volatile solvent and then drying 
under vacuum to produce more intimate mix- 
ing of drug with excipient. 

Another possibility is a "recovery efficiency 
experiment"; this is most appropriate for 
HPLC and GC methods and requires an 
internal standard. The sample is extracted with 
solvent as intended in the final procedure, but 
with the addition of an internal standard. After 
centrifuging or filtering, about 75% of the 
supernatant solution is taken, subjected to the 
remaining procedure and the ratio of analyte 
response/internal standard response noted. 
The sample residue (including about 25% of 
supernatant from the first extract) is then re- 
extracted with a further volume of solvent 
without internal standard, centrifuged or fil- 
tered, subjected to the remaining procedure 
and the ratio of analyte response/internal 
standard response is again noted. The variance 
between the two ratios should not be greater 
than +2%.  This approach has the advantage 
that it can be conducted on "real samples" and 
does not require specially prepared "validation 
samples". However, it should be noted that 
this technique will not detect inefficiency of 
extraction due to some irreversible binding of 
drug to excipient. 

Another approach would be to use a radio- 
labelled analogue of the drug, if this were 

available, and then to examine for the presence 
of activity in the excipient residue after ex- 
traction. 

Linearity 
A reasonable definition is provided in CPMP 

Guidelines [4]: "The linearity of a test pro- 
cedure is its ability (within a given range) to 
produce results which are directly proportional 
to the concentration of analyte in the sample". 

All guidelines recognize that linearity is a 
parameter which should be determined, but a 
number of issues are not addressed, including 
the following. 

What tests need to be validated for linearity? 
This is only required for quantitative methods 
but not necessarily in all cases. It is not 
normally necessary to demonstrate linearity for 
a titration based on a well established equiv- 
alence factor. 

Linearity is usually conducted to justify 
single point standardization, i.e. the analyst is 
assuming a linear response with zero intercept. 
In some methods, e.g. fluorescence, or atomic 
spectroscopy, this assumption is not made and 
calibration curves are used. Then it is not 
necessary to demonstrate linearity, but it 
should be shown that the calibration curve has 
a satisfactory slope sensitivity over the range of 
interest. 

Design of  linearity determination. The FD A 
Guideline [1] recommends a concentration 
range equivalent to 80-120% of the theoretical 
content of active. In the literature it is often 
seen that a range of perhaps 0-200% is 
examined. In practice the study should be 
designed to be appropriate for the intended 
analytical method, as shown in Table 1. The 
range selected for validation should not be 
unrealistically wide, as this may lead to rejec- 
tion of a method which is really quite suitable 
for the intended purpose. 

Evaluation of  results. Very variable stan- 
dards are observed in the literature. Authors 
may sometimes simply claim that the pro- 
cedure was linear, with the additional mention 
of a "near zero intercept". More often, data 
are processed by linear least-squares regression 
and authors quote values obtained for the 
regression coefficients "a" and "b" of linear 
equation y = ax + b, together with a corre- 
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Figure 1 
Estimation of chromatographic baseline noise. (a) Noise is measured over the region of a blank chromatogram 
corresponding to 20 times the width of the analyte peak and situated around the region where the analyte peak would be 
located in a sample chromatogram. (b) Noise magnitude is determined from the largest peak-to-peak fluctuation (N o p) 
or from the largest positive or negative deviation from the mean (Np). 

lation coefficient.  This is inappropr ia te  be- 
cause: 

(a) The  value o f  a does not  provide any 
informat ion  on the linearity of  the p rocedure  
or  on the goodness  of  fit to a regression line. 

(b) The  value of  b is very impor tan t  as it is 
the value of  the intercept  of  the regression line. 
Unfor tuna te ly  this is of ten presented  as the 
n u m b e r  c o m p u t e d  in the regression calculation 
and will not  have any meaning  to the reader  
wi thout  some fur ther  informat ion,  e.g. about  
the absorbance  range of  a detector .  This is 
easily remedied  by expressing b as a per-  
centage  of  the value of  analytical response at 
the 100% analyte level. It is then suggested 
that  this should normal ly  fall within the range 
- 2 . 0  to  + 2 . 0 %  for the validation to be 
cons idered  satisfactory. 

(c) The  value o f  the correla t ion coefficient as 
a cri terion of  linearity has been  criticized in the 
li terature [6, 7], but  nonetheless  authors  of  
analytical deve lopment  papers  cont inue  to 
adopt  it, or  its squared product .  

The  correlat ion coefficient (r) was devel- 
oped  to demons t ra te  whether  or  not  any 
relationship exists be tween two sets of  data.  If  
none ,  r = 0; if a linear relat ionship exists, r = 
+ 1 or  - 1  depending  on the slope. 

For  validation the ques t ion is not  whether  a 
relationship exists; it is normal ly  expected to 
be linear. A n o t h e r  approach  which has been  
suggested is based on curve fitting [7, 8]. 
Response  versus concent ra t ion  data  are fitted 
to e0uat ions  of  the type: y = ax" + b; y = ax z 

+ bx  + c; y = a ( e x p ) b x ;  or  y = a + bx  + c /x ,  

to establish the best fit. 
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These approaches may be of interest if the 
objective were to establish calibration curves, 
but in practice it is intended to use these data 
to justify the linear model: y = ax. This would 
then allow the conduct of analyses using single- 
point standardization. For this to apply, a 
satisfactory intercept value must be demon- 
strated as described above. 

In addition, goodness of fit of data to the 
regression line may be evaluated by a pro- 
cedure based on the residual sum of squares. 
Taking the regression line as the mean, a 
relative standard deviation (RSD) is calculated 
for the data; normally this value should not be 
greater than 2.0%, but when evaluating this 
determination, the results of precision deter- 
minations should also be taken into account. 

Limit of detection (LOD)/quantitation (LOQ) 
Limit of detection (LOD) is a parameter of 

limit tests and may be defined as the smallest 
quantity of analyte which may be expected to 
produce a response which is significantly differ- 
ent from that of a blank. 

Limit of quantitation (LOQ) is a parameter 
of determination tests for minor components 
and may be defined as the smallest quantity of 
analyte which can be determined with accept- 
able accuracy and precision. 

What tests need to be validated for LOD/ 
LOQ? These are essentially the parameters of 
"trace analysis methods", i.e. procedures that 
require methods to be operating at or close to 
maximum attainable sensitivity. It may require 
judgment from the development analyst 
whether this validation is appropriate, but in 
general it may be assumed that it will be 
required for tests for impurities including: TLC 
and HPLC tests for impurities and related 
substances; GC tests for residual solvents; 
atomic spectroscopy tests for metals, e.g. 
catalysts. 

However this validation may also be re- 
quired to support some assay methods such as 
content uniformity tests for dosage forms 
containing very small amounts of active per 
unit dose, or assays of dissolution test samples. 

Determinations for non-instrumental 
methods. This would probably most commonly 
apply to TLC tests for related substances. In 
practice LOD determination may be achieved 
by chromatographing samples of analyte which 
have been spiked with decreasing quantities of 

the impurity of interest to establish the smallest 
quantity which can be reliably detected. The 
following points should be noted. 

(a) The weight of sample and volumes of 
sample solutions applied to the plate should 
remain constant and be the same as intended in 
the analytical procedure. 

(b) After development, plates should be 
examined by all intended detection methods, 
e.g. UV radiation at 254 nm, UV radiation at 
366 nm and any spray reagents. LOD values 
should then be separately reported for each 
method of detection. 

(c) Results are best expressed as a weight 
and also as the equivalent percentage (or 
relative scale of units) in relation to the drug of 
interest e.g. x (txg) and equivalent to y (%) or z 
(ppm). 

USP XXII [2] also includes a proposal for 
the determination of LOQ for non-instrumen- 
tal methods, but in the opinion of the authors 
this is not appropriate. 

Determination of LOD and LOQ for in- 
strumental methods. According to IUPAC [9] 
for spectrochemical methods these values may 
be determined for the smallest concentration 
(Cl) or amount (ql) from: Cl ( q l ) =  ksa/S, 
where k is a constant, sB is the standard 
deviation of analytical blank signal, and S is the 
slope of response versus concentration curve 
(slope sensitivity). Recommended values for k 
are: for LOD, k -- 3; and for LOQ, k -- 10. 

Justification of these values has been pro- 
vided by Long and Winefordner [10] and by 
the Analytical Methods Committee [11]. 

For this to be used in practice then, requires 
determination of the value of sB, which is 
related to baseline noise. 

For spectrochemical methods this is not a 
problem as the analyst can conduct a series of 
absorbance determinations with blank sol- 
utions, using instrumental conditions intended 
for sample determinations. The standard 
deviation may then be calculated. 

For chromatographic methods, the method 
is not so obvious, but an approach based on 
one proposed by Foley and Dorsey is recom- 
mended [12]. This has now been introduced 
into the European and British Pharmacopoeia 
monographs on gas chromatography and liquid 
chromatography as the basis of the method for 
determining signal-to-noise ratios [13, 14]. 

The value of Sa is estimated from the 
magnitude of noise in a blank injection over a 
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representative section of baseline which is 20 
times the peak width of the analyte, as illus- 
trated in Fig. 1. There is no internationally 
recognized approach to conducting this deter- 
mination and some workers use 20 times the 
baseline peak width (Wz) [12], while others use 
20 times the peak width at half height (wl) [13- 
15]. 

The noise magnitude may then be deter- 
mined from the largest peak-to-peak fluctu- 
ation (Np_p) [12], when Sa = Np_p/5, or from 
the largest deviation from the mean (either 
positive or negative) (Np) [13-15], when SB = 
Np/2. 

Whichever approach is adopted it must be 
noted that the results depend on predictions 
made with analytical blank solutions. In ad- 
dition, estimations of noise intensity are based 
on the heights of noise fluctuations, whereas 
the analytical method being validated may well 
be based on peak area measurements. 

Thus, it is essential that the development 
analyst verifies the predicted results by 
examining sample solutions containing the 
computed concentrations of analyte to ensure 
that the values are indeed realistic. 

Conclusions 

It is clear from the various guidelines issued 
by Regulatory Authorities that analytical 
methodology should be thoroughly validated. 
Although the guidelines provide indications of 
the validation required, they do not normally 
include much information on acceptable 
approaches to conducting these studies, or on 
the kind of results which should be considered 
acceptable. This is not very surprising, as such 
detail can be very dependent on the nature of 
the sample, the type of analytical methodology 
and the purpose of carrying out the test. 

Some indications are provided in this presen- 
tation of approaches which may be adopted for 
validating various types of analytical method, 

in particular for accuracy, linearity and LOD/  
LOQ.  Proposals for ensuring that methods 
continue to maintain their valid status during 
routine use (system suitability tests) are pre- 
sented elsewhere [16]. 

In considering these validation procedures, 
the authors have at tempted to recommend 
approaches which will challenge the method 
being examined to demonstrate that it is 
capable of providing the desired information. 
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